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“We define toxicity as a rude, 
disrespectful, or unreasonable
comment that is likely to make 
someone leave a discussion.” 

- Google’s Perspective API
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online toxicity is pervasive

u loser

btw ur ugly
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online 
toxicity

online toxicity can be harmful
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Uh oh...

online toxicity exists in open source
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open source practitioners have 
reported toxicity

open source 
practitioners
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online toxicity has been studied on...
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online toxicity manifests differently 
on different platforms
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different strategies are effective 
on different types of toxicity

facebook’s
anti-toxicity strategies

twitter’s
anti-toxicity strategies

reddit’s
anti-toxicity 
strategieswikipedia’s

anti-toxicity strategies
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What ARE the 
characteristics 
of Open Source 
Toxicity?



research 
methods
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toxicity can be sensitive topic  
&& 
additional stress == bad 

ethical considerations
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collecting 
sample 

qualitative 
analysis 

goal: understand the nature and 
characteristics of OSS toxicity
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collecting 
sample 

qualitative 
analysis 

goal: understand the nature and 
characteristics of OSS toxicity
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highly accurate & 
unbiased toxicity 
detector
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toxic comments too rare for random sampling
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we used five strategies 
to identify toxic issues

Strategy # detected # labeled # toxic FPR

Toxicity model (issue) 168,293 494 82 .83

Toxicity model (comment) 42,911 255 69 .69

Code of conduct 688 179 33 .82

Locked issue (too heated) 2,530 165 40 .76

Deleted issue 60,959 1,644 29 .98



toxicity detector
(issues and comments)
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code of 
conduct
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locked as too heated
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deleted
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each strategy picks up on different signals

Strategy # detected # labeled # toxic FPR

Toxicity model (issue) 168,293 494 82 .83

Toxicity model (comment) 42,911 255 69 .69

Code of conduct 688 179 33 .82

Locked issue (too heated) 2,530 165 40 .76

Deleted issue 60,959 1,644 29 .98
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we performed manual labeling
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the strategies all left room for improvement 

Strategy # detected # labeled # toxic FPR

Toxicity model (issue) 168,293 494 82 .83

Toxicity model (comment) 42,911 255 69 .69

Code of conduct 688 179 33 .82

Locked issue (too heated) 2,530 165 40 .76

Deleted issue 60,959 1,644 29 .98
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collecting 
sample 

qualitative 
analysis 

goal: understand the nature and 
characteristics of OSS toxicity
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we performed
thematic analysis

& 
card sorting
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we identified dimensions of toxicity 



some findings 
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#1. open source toxicity is built different 
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#1. open source toxicity is built different 

The problem is your team forcing us to use the OS the way you want us to use it although it makes it 
1000000 times harder to use it your way, than what would be convenient for us.

Don’t you really see how ridiculous is what’s written in the Blog post “Why there is no minimize button”.

So maybe it’s time to stop trying to be Apple or Windows and forcing people to use something the way 
YOU want it and give a simple option to make it the way people want it. It’s not a major change or 
something. Just a simple solution.
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#2. experienced != non-toxic 

0

20

40

new account repeat issuer experienced developer project member

co
un

t
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some 
implications
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#1. there is space for 
open-source-specific detectors
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#2. research into toxicity harms needed
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#2. research into toxicity harms needed
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some 
summarization
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