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Continuous Delivery/Deployment DECAL Lab [
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4 A software engineering

approach in which software

functionalities are delivered
frequently through

h software whenever we
want...it could mean every
check-in goes straight to
) production...it is the ability to

wd deployments.

executives report that their organizations have
started down the path to Continuous Delivery.

5%

of software developers, managers, and

“On the journey to continuous deployment: Technical and social challenges along the way". Information and Software Technology. 2015.
“Continuous delivery? easy! just change everything (well, maybe it is not that easy)”. AGILE. 2013. 2
https://www.perforce.com/sites/default/files/files/2017-09/continuous-delivery-report.pdf




Notable Benefits

State of
DevOps

Report

Presented by:

puppet - 1DORA

Sponsored by:

amazon YAtlassian

ebservees

GElectricCloud  Deloitte.  WAVEFRONT

PERFORCE

Continuous Delivery:
The New Normal for
Software Development

Findings from Evans Research Survey of Software
Development Professionals

Commissioned by Perforce Software

https://puppet.com/resources/whitepaper/2017-state-of-devops-report
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Ranking of Benefits

Higher customer
satisfaction

Reduced cost
of development

Based on ranking
of top 3 benefits.

Faster time to market
Better quality of product
Competitive advantage

Continuous Delivery

https://www.perforce.com/sites/default/files/files/2017-09/continuous-delivery-report.pdf
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Containerization & Docker DECAL Lab JTAA

{; Using CI/CD Over Containerization to Drive Down Pre-
Production Costs
() October 17, 2017 W CI/CD, containers, containization, continuous delivery, continuous integration, pre—production environment,
virtual machines, WMs

*Faster time to market
*Optimum use of infrastructure
*One-click infrastructure provisioning and decommissioning

Enterprise Respondents Using Container Tools
Docker 54% : * docker
Amazon ECS/EKS
Kubernetes
_ , Docker by the numbers
Azure Container Service
Google Container Engine
50B 32,000+ 200+
Docker Swarm . o ) N
Docker Datacenter ,
Mesosphere " Use today 550+  2M 100K
n plaﬂ tO use Commercial Customers Dockerized Applications in Hub Third-party projects using Docker

Rancher

https://containerjournal.com/2017/10/17/using-cicd-containerization-drive-pre-production-costs/
https://www.suse.com/media/report/rightscale_2018 state_of_the cloud_report.pdf



Containerized CD Workflow/Pipeline

The Automated Container Deployment
Pipeline

“The truth is, that containers really make some things
easier and more manageable but you still have to use them
properly. One area where containers can really make a
difference is the automated deployment pipeline. ”

FOCUS: RELEASE ENGINEERING

“Research is needed to identify these
processes (covering areas of business,
software development, operations, and so

on) and develop and verify alternatives
that suit CD.”

Delivery
Huge Benefits,
but Challenges Too

Continuous Delivery Huge Benefits, but Challenges Too. IEEE Software. 2015.
https://ghost.kontena.io/container-deployment-pipeline/
https://circleci.com/blog/build-cicd-piplines-using-docker/
https://sloppy.io/en/blog/automatic-docker-deployment-with-travis-ci-and-sloppy-io/
https://docs.gitlab.com/ee/ci/docker/using_docker_build.html
https://blog.docker.com/2016/04/cicd-with-docker-cloud/

DECAL Lab A

CircleCl Blog

Engineering Integrations Events News Culture All
How to build a CI/CD pipeline with Docker

Automatic Docker
deployment with Travis CI
and sloppy.io

by

Building Docker images with GitLab Cl/CD

GitLab CI/CD allows you to use Docker Engine to build and test docker-based projects.
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Our Work: How OSS Projects Use oAl Lo TR
Docker-enabled CD Workflows on GitHub W=

" Docker Hub

- GitHub ¥
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https://blog.advaoptical.com/en/many-roads-to-400g-in-the-data-center



Approach: Mixed-methods DECAL Lab [,

SURVEY

GitHub Continuous Deployment S\
Survey .

Welcome!

We are studying how people use continuous deployment technologies in their GitHub projects, and
the decisions and tradeoffs that they have to make on which tools to use and how to orchestrate Hypotheses

them together. Our goal is to identify pain points and distill best practices that will hopefully help

many other open-source projects as well.
Your participation is voluntary and confidential, and is expected to take no more than 10 minutes. - ’
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Developer survey DECAL Lab [
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SURVEY

1,000 invitations, 168 responses

[ Which workflow do developers use in their CD pipeline? ]

g [What are the unmet needs in the current CD workflows? ]

=S |  Did developers switch their CD workflows? Why? |




Two most prominent CD workflows DECAL Lab A2

CD automated pipeline >

Build images with sources Run tests on images
~

/\\ 7 \
T+
Y ) Ko,

a ﬂ \\ //

Code Sources & Dockerfile Deploy (push images)
—— > YY) - - > e ———— — — — — >
ZZa

AT £
GitHub Cl servers ~ o

Developers | circlecl

| II=

| w ag auto-test

|- - - o ____

Docker Hub automated builds (auto-builds)
34.5% 44.1%
@ Travis CI Q) circleci @-ﬁg
Cl-based Workflow Docker Hub auto-builds Workflow

(CIW) (DHW)
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Unmet needs for current workflow DECAL Lab jpiA

(89.9% of respondents are satisfied)

Quicker build speed and higher throughput

“One dockerfile takes more than 2 hours to ‘;\ L \
build and timeouts” ﬁ ﬁ

m Easier to learn and config.
e fe :\ “Sometimes, circle Cl config and setup is pain.
B Docs sometimes doesn’t help”

16.9%

21.3% _ . . Release frequency t.ends
Experienced increasing to decrease over time
1 I processing latency over time
'_ Image build latency tends to
increase over time

10
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Barriers with old CD workflow DECAL Lab A2
(45.8% of respondents changed)

Difficult to setup and maintain

“The old CD pipeline is a little harder to setup. It a
was necessary to write several scripts to get ‘Q‘
everything working properly. The new CD pipeline is ﬁ @
easier to setup and maintain’

Weak support for automation

",f"\-""a‘ f'_t";“.
S ’: :\ “Our old workflow contained many manual
steps prone to errors, while with the new
“ workflow everything goes smoothly”

11



Building Hypotheses from Survey DECAL Lab %
DHW CIW

Build images with sources Run tests on images
~

7 \\ Va \
3
(\ 1& Qﬂ" /

o
i ) Akl - [ & /
# auto-test & & B
'{QW Sources & Dockerfile
____________________ _’
Docker Hub automated builds (auto-builds) Q‘VL ——————— >

GitHub Docker Hub GitHub

Docker & Docker tools

The Cl workflow has longer build
latency than the DockerHub
workflow

The CI workflow has higher
release frequency than the
DockerHub workflow

12



Our hypotheses DECAL Lab A,

’ H1. Release frequency tends H2. Build latency tends to
v | \ to decrease over time. increase over time.
v @
H3. Configuration stability tends H4. CIW tends to have more
to increase over time. failed builds than DHW.
H5. CIW tends to have longer H6. CIW tends to have higher
build latency than DHW. release frequency than DHW.
H7. CIW tends to have lower H8. Within CIWs, CI tools should
configuration stability than DHW. not be different.
H1+H6 H4 H3+H7 H2+H5

Release frequency Build results Configuration stability Build latency
—
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Testing Hypotheses via a Large-scale DECAL Lab AR
quantitative study

GitHub

Built for — .
develope e P

circleci s

Search The Docker Store

)

428 DH projects
236 Circle Cl projects +
191 Travis Cl projects

39,094 Docker Hub builds
30,990 Travis Cl builds
63,509 Circle Cl builds

Release frequency  Build results  Configuration stability Build latency CD Workflow

B 2N O
M 5] 22 ~ o
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Mixed-effects regression models DECAL Lab

Release frequency Build results Configuration stability Build latency

M E S0

Response #SuccessBuilds  #ErrorBuilds  #DockerfileChanges avg.BuildLatency

DHW

CD Workflow P
Travis CIW
Independent g:l 1 & @Time
Lo

Circle CIW

gEO,

Control @0 #Builds #Commits
’%Q\ CDAge ... Base Image

Import Ubuntu




Release frequency & CD workflow DECAL Lab JJRA

CD Workflow

O T
07 | B
O

Time
@

DHW

Release frequency

[
- -
-
Travis CIW

S

-

Circle CIW

'3

- JV'
+

(#SuccessBuilds/month)

H1. Release frequency tends
to decrease over time.

He6. CIW tends to have higher
release frequency than DHW.




Build latency & CD workflows

Time

DECAL Lab JIRA,

\ Build latency

DHW

N
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CD Workflow Travis CIW

- LT\
DJ \5:“:1
- Circle CIW

o

(avg.BuildLatency/month)

NOT SUPPORTED

H2. Build latency tends to
increase over time.

H5. CIW tends to have longer
build latency than DHW.




Trade-Offs between CD workflows ~ DecALLab A2

DHW

Higher simplicity

Diverse needs

Lower maintenance

Lower experience

CIwW

Vs Higher configurability

Higher performance

Higher reliability

Higher scalability
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An Empirical Study of Containerized Continuous Deployment Workflows

CD automated pipeline > DHW cIw
Build images with sources Run tests on images
N s~
{\ \< Qﬁ; ) Higher simplicity ; Higher configurability
‘ : V'
@ & Deploy
Code [ O} _ “— ™ N (push images) Diverse needs Higher performance
- Sources & Corter o | _‘__5_‘__’
. Dockerfile e a
GitHub Cl servers * ci Docker Hub Lower maintenance Higher reliability
Developers T ?
|
I *’ag auto-test | . . .
I = : | Lower experience Higher scalability
Docker Hub automated builds (auto-builds)

Two CD workflows:
DHW and CIW;

P : Unmet needs and

barriers;

Developers face
trade-offs between
DHW and CIW
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Yang Bogdan Huaimin Vladimir
Zhang Vasilescu Wang Filkov




