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Abstract

Large language model (LLM) based coding agents increasingly act as
autonomous contributors that generate and merge pull requests, yet
their real-world effects on software projects are unclear—especially
compared with widely adopted IDE-based Al assistants. We present
a longitudinal causal study of agent adoption in open-source repos-
itories using staggered difference-in-differences with matched con-
trols. Using the AlDev dataset, we define adoption as the first agent-
generated pull request and analyze monthly repository-level out-
comes spanning development velocity (commits, lines added) and
software quality (static-analysis warnings, cognitive complexity,
duplication, and comment density). Results show large, front-loaded
velocity gains only when agents are the first observable Al tool in a
project; repositories with prior AIIDE usage experience minimal or
short-lived throughput increases. In contrast, quality risks are per-
sistent across settings, with static-analysis warnings and cognitive
complexity rising by roughly 18% and 39%, indicating sustained
agent-induced technical debt even when velocity advantages fade.
These heterogeneous effects suggest diminishing returns to Al as-
sistance and highlight the need for quality safeguards, provenance
tracking, and selective deployment of autonomous agents. Our find-
ings establish an empirical basis for understanding how agentic and
IDE-based tools interact, and motivate research on balancing accel-
eration with maintainability in Al-integrated development work-
flows. The replication package for this study is publicly available
at https://github.com/shyamagarwal13/agentic-coding-impact.
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1 Introduction

The landscape of software development is rapidly changing with the
growing use of Al-powered coding tools. Importantly, Al-assisted
development is not uniform: two distinct paradigms have emerged.
The first consists of pre-agentic IDE-based coding assistants
such as early GitHub Copilot and Cursor, which integrate directly
into developers’ environments to provide real-time code sugges-
tions and inline assistance [21, 23, 33]. These tools operate syn-
chronously within the editing workflow, offering suggestions that
developers can accept, modify, or reject as they type [24, 30].

The second, more recent paradigm involves IDE and web-based
coding agents—autonomous Al systems that operate at the repos-
itory level to generate entire pull requests, implement features,
and make substantial code contributions with minimal human in-
tervention. Tools such as OpenAl Codex [4], Anthropic’s Claude
Code Agent [2], Devin [6], and the Cursor Agent [5] exemplify this
emerging category, where Al systems act more like autonomous
contributors. Unlike pre-agentic assistants that augment individual
coding sessions, coding agents can work asynchronously, poten-
tially completing full features or bug fixes independently [37]. They
differ from traditional assistants in at least four key dimensions:
(1) Autonomy—ability to complete tasks without continuous hu-
man guidance; (2) Scope—operation across multiple files and entire
codebases; (3) Planning—breaking down requirements into subtasks
and executing multi-step solutions; and (4) Interaction—primarily
contributing through pull requests rather than inline suggestions.

Despite the growing use of agentic coding tools in open-source
development, empirical research has largely focused on pre-agentic
assistants, in part due to the recency of agentic tools as a tech-
nology category. Existing evaluations of coding agents primarily
rely on benchmarks without humans-in-the-loop [16], limiting in-
sight into impacts on user experience and productivity [20]. In
contrast, pre-agentic coding assistants like GitHub Copilot have
been extensively studied, with work documenting positive effects
on perceived productivity [20, 41, 47]. Research on Copilot spans
productivity [22, 39, 48], code quality [32, 36, 46], and developer
experience [29, 43], yet the impacts of autonomous, repository-level
agents remain largely unexplored. This gap is concerning given
that agentic tools operate with greater autonomy, make larger-scale
contributions, and introduce distinct challenges [38].

Understanding the impact of agentic coding tools is critical for
several reasons. First, these tools are rapidly gaining traction in
open-source development, with an increasing number of reposi-
tories accepting Al-generated pull requests [44]. Second, the au-
tonomous nature of agentic tools raises unique questions about code
quality, maintainability, and technical debt that may not generalize
from IDE-based tool studies [25]. Third, the scale of contributions,
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entire features versus individual code snippets, necessitates differ-
ent evaluation frameworks and metrics [20]. Finally, as organiza-
tions consider adopting these tools, evidence-based understanding
of their impact on development velocity and software quality be-
comes essential for informed decision-making [14, 19].

In this paper, we use the AIDev dataset [28] to examine how agen-
tic coding tools affect software development velocity and quality
at the repository level, reflecting their role as autonomous contrib-
utors rather than inline assistants. Focusing on repository-level
outcomes, rather than individual-level, captures the fundamentally
different operational model of agentic tools. Prior work finds short-
term velocity gains but also increased technical debt for repositories
adopting the Cursor AI IDE [25]. Using similar causal inference
methods [18], we estimate the effects of adopting a wide range of
agentic coding tools, comparing the development trajectories of
repositories that used pre-agentic coding tools to those that directly
adopted coding agents. Our methodology accounts for staggered
adoption, heterogeneous treatment effects, and time-varying con-
founders, enabling a causal assessment of the marginal impact of
autonomous coding agents. Our research addresses:

e RQ1: Development Velocity Impact — How does the adop-
tion of coding agents affect development velocity?

¢ RQ2: Software Quality Impact — How does the adoption
of coding agents affect software quality?

e RQ3: Prior AI Exposure and Transition Effects — How
do the effects of adopting coding agents differ between repos-
itories with and without prior IDE-based Al assistance?

Our contributions are twofold: (1) We replicate and extend prior
results on newer data and a broader ecosystem of autonomous cod-
ing agents, providing the first large-scale longitudinal evidence on
agentic contributions at the repository level, and (2) We provide the
first causal evidence on the differential effects of transitioning from
IDE-based Al assistants to autonomous coding agents, showing
how prior Al tool adoption affects both velocity and code quality.

2 Related Work

Prior work evaluates Al coding tools using development veloc-
ity and software quality metrics. Velocity has been measured via
task completion time [35], code volume and throughput [27], and
cycle-time reductions [22]. Quality outcomes span security vul-
nerabilities [36], code churn and revision requirements [44], static
analysis warnings and code complexity [25], and broader indicators
of technical debt. Methodologically, studies employ randomized
trials [35], observational field studies [22], and quasi-experimental
designs including difference-in-differences [25].

The vast majority of real-world research focuses on IDE-based
Al assistants [15, 17, 22, 31, 32, 34, 36, 39, 40, 44-46], typically
reporting modest velocity improvements [25, 26, 41, 47]. In con-
trast, early studies of agentic tools show mixed results: maintainers
merge the majority of Claude Code pull requests (83.8% of 567) [42],
yet controlled experiments with tools such as Cursor find limited
productivity benefits for experienced open-source developers [16],
potentially due to over-optimism, unreliability, and high task com-
plexity. These inconsistencies underscore the need for longitudinal
evidence on the real-world effects of autonomous coding agents.
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Table 1: Descriptive statistics of treated repositories by prior
Al exposure. AF repositories are older but smaller and less
popular, while IF repositories are more starred, forked, and
active; both exhibit substantial agentic contributions.

Outcome Mean (AF/IF)  Min (AF/IF)  Median (AF/IF) Max (AF/IF)
Age (days) T 1537.8/1215.2 131/199 1069/926 6141/5570
Stars T 1460.9/8123.4 10/10 68/423 48110/177379
Forks T1 236.8/1340.2 0/0 12/120 8940/45908
Pull Requests t 696.7/2146.0 10/21 122/740 31836/35389
Agentic Pull Requests t 121.5/101.5 10/10 28/37 13462/912

Note: T as of November end; {7 as in original dataset.
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Figure 1: Monthly distribution of agent adoption dates, sepa-
rated by prior Al exposure. Most adoptions occur between
May-July 2025.

3 Methods

We estimate the causal effects of adopting LLM-based coding agents
on project-level development velocity and software quality using
a quasi-experimental difference-in-differences (DiD) design with
staggered adoption. Our empirical strategy, outcome definitions,
matching procedure, and estimation methods follow similar work
on Cursor adoption [25], unless otherwise specified, enabling di-
rect comparability. We summarize the methodology and highlight
deviations specific to coding agents.

3.1 Data Collection and Treatment Definition

We build on the AIDev dataset (v3) [28], which links GitHub repos-
itories to Al-generated pull requests and provides explicit evidence
of agentic contributions (e.g., multi-file edits, autonomous refactor-
ings, test and documentation generation). For each repository, we
define the agent adoption date as the earliest month containing an
agent-attributed PR. Because AlDev coverage begins in December
2024 while most agentic tools were released earlier that year, we mit-
igate left-censoring by retrospectively parsing all PRs from January
2024 through November 2025, ensuring that the earliest observed
agentic PR closely approximates true adoption timing—crucial for
valid temporal ordering in our staggered DiD design.

We extend the original agent taxonomy (Claude [2], Copilot [7],
Cursor [5], Devin [6], Codex [4]) to mutually exclusive labels: hu-
man, bot, codex [4], devin [6], jules [8], cursor [5], claude [2], copilot
[7], openhands [9], codegen [3], cosine [10], and tembo [12]. Attribu-
tion follows a cascading strategy prioritizing agent-specific signals
before generic labels: (1) branch prefixes (e.g., cursor/, claude/);
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(2) PR author logins (e.g., codegen-sh, tembo-io); (3) first-commit
author names (e.g., google-labs-jules[bot], claude[bot]); (4) GitHub
actor type bot; and (5) default classification as human. For Claude-
specific attribution, we additionally search PR descriptions, com-
ments, and reviews for distinctive co-authorship patterns (“Gen-
erated with Claude Code”, optionally including “Co-Authored-By:
Claude <no-reply@anthropic.com>"). This multi-signal approach
improves recall for agentic PRs lacking explicit bot authorship or
branch naming.

By following this convention, we identified several misclassifica-
tions and missing PRs in the original dataset (replication package).
Correctly recovering the earliest agentic PR is essential because
adoption timing determines treatment assignment in our causal
design; any remaining attribution errors primarily introduce noise
in treatment timing rather than systematic bias, likely attenuating
effects toward zero.

We restrict analysis to repositories with >10 stars to exclude toy
and spam projects and require >10 agentic PRs per treated repos-
itory to ensure non-trivial exposure. Repositories are observed
monthly before and after adoption, forming an unbalanced panel
with staggered timing. To examine moderation by prior Al usage,
we partition treated repositories into agent-first (AF), which show
no traces of Al IDEs throughout the collection time period, and
IDE-first (IF), which exhibit IDE activity prior to agent adoption.
Prior IDE usage is detected monthly by scanning the most recent
commit for configuration artifacts associated with agent-enabled
IDEs (GitHub Copilot [7], Cursor [5], WindSurf [13]). A repository
is IF if such artifacts appear before its first agentic PR and AF if
they don’t exist at all. Analyses are conducted separately for AF
and IF using control repositories that mirror the same IDE expo-
sure pattern. Figure 1 shows both groups adopt primarily between
April-June 2025, with AF more numerous. Table 1 shows AF repos
are older but smaller and less popular, whereas IF repos are more
starred, forked, and PR-active; both groups nonetheless exhibit
substantial agentic PR volume, motivating separate analyses.

Our control set consists of all GitHub repositories with >10
stars at collection time. For each month with agent adoption, we
extract monthly activity series from GHArchive [1] for repositories
with at least one event (age, active users, stars, forks, releases, pull
requests, issues, comments, total events). Because inferring prior
IDE exposure at this scale is initially infeasible, we first perform
propensity-score matching over the full control population without
conditioning on prior exposure. We then infer prior exposure only
for matched candidates and retain matched control sets that mirror
treated repositories’ AF/IF status. After filtering, our heterogeneous
samples contain 401 AF repositories matched to 606 controls and
117 IF repositories matched to 73 controls.

3.2 Outcomes and Covariates

We measure development velocity via monthly commit counts and
lines added; software quality via static-analysis warnings, duplicated-
line density, and cognitive complexity using SonarQube[11]. All
outcomes are aggregated at the repository—month level. We control
for time-varying covariates: lines of code, repository age (days),
contributors, stars received, issues opened, and issue comments
added in the observation month. Lines of code nd outcome metrics
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Table 2: The Borusyak et al. [18] estimated average post-
adoption treatment effects of agentic coding tools separated
by prior Al exposure. The estimate and standard error are
log-transformed to facilitate easy comparison.

Outcome B (AF / IF) Std. Err. (AF/IF) % Change (AF / IF)
Commits 0.309™**/0.030 (0.051)/(0.092) 36.25/ 3.06
Lines Added 0.569™**/-0.066 (0.103)/(0.189) 76.59 / —6.34
Duplicate Line Density 0.076/-0.009 (0.044)/(0.056) 7.92/-0.94
Comment Line Density 0.042/0.201™** (0.028)/(0.055) 434 /2230
Static Analysis Warnings 0.163**/0.174 (0.048)/(0.114) 17.73 / 19.00
Code Complexity 0.299™**/0.357** (0.059)/(0.114) 34.85/42.87

Note: *p < 0.05; ™*p < 0.01; **p < 0.001.

come from SonarQube [11], contributor counts from version his-
tory, and activity covariates from GHArchive [1]. These covariates
are collected consistently for both treated and control repositories
across the full observation window, ensuring comparable temporal
coverage and supporting adjustment for confounding dynamics
unrelated to agent adoption.

3.3 Causal Inference Strategy

We estimate effects using DiD with staggered adoption: later adopters
serve as controls for earlier adopters prior to adoption; never-
adopters provide additional counterfactuals. To address selection
bias of control repositories and satisfy the conditional indepen-
dence assumption to establish the quasi-experimental settings, we
perform propensity score matching prior to estimation. Propensity
scores use logistic regression over dynamic pre-treatment char-
acteristics, incorporating both activity levels (recent covariates)
and trajectories (lagged covariates) to capture whether repositories
are growing, declining, or stable. Specifically, we model adoption
likelihood using repository age at the month prior to observation,
six monthly covariate lags, and cumulative historical covariates,
enabling discrimination between repositories with similar recent ac-
tivity but different long-term trends. Because candidates outnumber
adopters, we subsample at most 10,000 candidates/month, yield-
ing propensity models with AUC 0.92-0.99. Treated repositories
are matched to maximum three controls with similar propensity
scores and the same primary language, ensuring comparable pre-
adoption activity, exposure histories, and language-specific perfor-
mance characteristics. We estimate average and dynamic treatment
effects using the imputation-based DiD estimator of Borusyak et
al. [18], which avoids biases from traditional two-way fixed effects
models under staggered adoption and heterogeneous effects. Event-
study specifications are used to assess pre-treatment trends and
to characterize how effects evolve over time. Standard errors are
clustered at the repository level. As in prior work, our estimates
should be interpreted as intent-to-treat effects of observable agent
adoption. While we cannot directly measure usage intensity or
developer-level interactions, staggered adoption and matching on
pre-treatment dynamics strengthen the causal interpretation of our

findings.

4 Results and Discussion

Table 2 summarizes average post-adoption effects, while Figure 2
shows six-month dynamic estimates.
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Figure 2: Estimated post-adoption effects of agentic coding tools by prior AI exposure. AF repositories gain velocity and
accumulate maintainability risks; IF repositories show minimal velocity gains but comparable maintainability increases.

Development Velocity. Agentic tools substantially accelerate de-
velopment only when introduced as a repository’s first observable
Al tool. AF repos see large average gains (+36.3% commits; +76.6%
lines added), whereas IF repos show minimal changes (+3.1%; —6.3%).
Dynamics reveal a sharper contrast: AF repositories experience
a spike at t=0 (about +111% commits; +216% lines added) and
persistently elevated activity, with lines added remaining roughly
+49-+109% through t=6. IF repositories show only a short-lived
bump around adoption (commits +16-28% at t=0-2) before esti-
mates return near zero and eventually turn negative (lines ~ — 61%,
commits ~ — 35% by t=6).

These patterns indicate that agentic tools act as high-throughput
contributors primarily in new-to-Al workflows, but yield dimin-
ishing returns in Al-saturated ones. AF repositories appear able to
harvest “first AI” acceleration, while IF repositories, having already
absorbed productivity gains from AI IDEs, likely face higher coor-
dination and integration costs that limit throughput. The greater
maturity of IF repos (higher stars, forks, PR volume; from Table 1)
likely constrains how aggressively agentic changes can be merged,
so that localized speedups are offset by triage and review overhead.
Overall, agent adoption yields sustained velocity gains only when
not preceded by IDE-based Al tooling.

Software Quality. Regardless of prior Al exposure, adoption is
associated with increased maintainability risks. Across both AF
and IF repositories, static-analysis warnings rise by about 18% and
cognitive complexity by roughly 39% (Table 2). Dynamics show
persistent complexity accumulation: AF repos increase +20.7% at
t=0 and reach ~ + 49% by t=5, while IF repositories become signifi-
cantly elevated as early as t=—2 and remain ~ + 15-+62% through
t=6. Warning growth is somewhat noisier but similarly persistent
(~ +22-+31% in AF by t=4-5; IF values consistently positive around
+25% at t=4-6).

These simultaneous increases in complexity and warnings, even
when net velocity gains are weak or negative (IF), indicate agent-
induced complexity debt: agents accelerate the introduction of code
that raises long-term cognitive and maintenance load. Duplication
effects are small and inconsistent, suggesting quality risks stem
from structural complexity rather than copy—paste proliferation.
Comment density diverges across groups: IF repositories show
substantial and sustained increases (about +22% on average and
>+ 30% by t=6), whereas AF effects are muted, hinting that teams
already using AI IDEs rely on agents for documentation as well as

code. While additional comments can aid comprehension, they do
not counterbalance persistent complexity growth. Relative to prior
work on AI IDEs [25], which finds modest productivity gains and
mixed quality effects, these findings suggest autonomous agents
amplify the speed—-maintainability trade-off, and in Al-rich envi-
ronments may magnify complexity without delivering sustained
velocity benefits. We also observe isolated significant pre-treatment
coeflicients in static-analysis warnings and code complexity, sug-
gesting that untreated potential outcomes are not fully captured
by additive fixed effects, reflecting systematic mean differences
between treated and matched controls. These are not pervasive
enough to indicate a sustained pre-trend or clear violation of paral-
lel trends, but they are concerning and highlight a limitation of our
quasi-experimental design and the underlying data.

Implications and Ethical Considerations Autonomous coding
agents function as powerful but risky accelerators whose value de-
pends on prior Al exposure: in our sample substantial front-loaded
velocity gains materialize only when agents are a project’s first
Al tool; more broadly, velocity increases likely won’t suffice, and
AT adoption will need to be paired with strong quality safeguards
(e.g., complexity-aware review of agent pull requests, routine refac-
toring, comprehensive automated tests) to prevent accumulating
complexity debt. Teams using Al IDEs should not assume addi-
tive productivity and may instead deploy agents selectively or for
tightly scoped tasks. Persistent complexity growth underscores
the need to surface maintainability metrics directly in agent plan-
ning and prompting, while modulating behavior according to exist-
ing Al usage. Ethically, increased automation shifts accountability
and maintainability burdens; provenance tracking, transparency
of agent-generated changes, and review practices that emphasize
human oversight are still essential to avoid debt.

5 Conclusion

Autonomous agents offer meaningful velocity gains only in new-to-
Al settings while consistently raising complexity and warning levels
across contexts, reinforcing a speed—-maintainability trade-off. Prior
exposure to AI IDEs moderates benefits but not risks, underscoring
the need for selective deployment and active oversight. Future
work should follow post-adoption trajectories over longer horizons
and examine collaborative patterns that balance acceleration with
sustained code quality.
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